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The solid-state nuclear track detector CR-39 is widely used as a detecting mechanism in physics

experiments as well as for industrial purposes such as neutron dosimetry and radon detection. The upper

limit of detectable charged-particle fluence on CR-39 is set by physical overlapping or ‘pulse pileup’ of

particle tracks on the surface. In the low-overlap regime the overlapping fraction of tracks scales as w� Z�
ðpD

2
Þ where Z is the density of tracks and D is the average track diameter. We report on the development

of a Monte Carlo simulation to predict the severity of track overlap for any fluence of an arbitrary diameter

distribution of tracks. Furthermore, we present an algorithm to correct for particle-track overlap in a post

hoc manner based on these Monte Carlo simulations, which can extend the upper fluence limit for a quasi-

monoenergic source by a factor of 3–4 when counting accuracies � 10% are acceptable.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Solid-state nuclear track detectors have been developed for several
decades [1–4]. CR-39 itself was developed as a nuclear track detector
starting in the 1980s [5]. Significant work characterizing the response
of CR-39 has been published in the last three decades; a recent
comprehensive paper on the response of CR-39 to protons has been
published by Sinenian et al. along with a comprehensive bibliography
of studies on CR-39 [6]. Of particular interest to this work is that
CR-39 is widely used in modern Inertial Confinement Fusion (ICF) [7]
experiments due to its 100% charged particle detection efficiency1

and relative insensitivity to electromagnetic pulse (EMP) and x-ray
irradiation. The first use of this detector was to measure fuel
areal density [8]; recent experiments have used CR-39 for charged-
particle spectroscopy [9–12], neutron diagnostics [13,14], and
charged-particle radiography [15–17]. In many of these applications
at modern ICF facilities such as OMEGA [18] or the National Ignition
Facility (NIF) [19], charged-particle fluxes of 105

2107 cm�2 are
possible or expected. As typically a few percent of particle tracks
are observed to overlap at track densities of order 104 cm�2, these are
well into the current saturation regime. For example, an image of CR-
39 exposed to 1:8� 105 protons=cm2 is shown in Fig. 1, which
clearly shows significant track overlap. Recent work has been
published on CR-39 data in extremely high fluence environments,
such as short-pulse laser ion acceleration [20,21].
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his is � 1–8 MeV.
Extending the upper fluence limit of CR-39 would allow:
high-contrast charged-particle spectroscopy (e.g. simultaneous
measurements of fusion products with reactivities differing
by orders of magnitude), higher signal-to-background neutron
spectroscopy of ignited implosions through increased allowable
instrument efficiency, higher-contrast proton radiography of
mass and EM field distributions, and simple extensions of various
existing CR-39 based diagnostics to higher yields. These potential
applications clearly motivate development of methods to operate
CR-39 detectors into track-overlap saturation regimes, which is
quantitatively addressed in this paper.

In addition to the modeling work, experimental data is pre-
sented in this paper from CR-39 diagnostics used on implosions at
the OMEGA laser facility [18] and from the MIT Linear Electro-
static Ion Accelerator (LEIA) [22,23].

The structure of this paper is as follows. Section 2 presents an
analytic model of track overlap and a convenient dimensionless
parameter to describe the amount of overlap, Section 3 discusses
the Monte Carlo code developed to model track overlap, Section 4
presents some simulated results, Section 5 describes a post hoc
algorithm to correct for overlap in data, which is tested experi-
mentally. Finally, the paper is concluded in Section 6.
2. Analytic model of track overlap

A complete recurrence-relation model of mono-energetic tracks
has been derived [24]. For our purposes it is sufficient to present an
integral equation model for single and double tracks at low densities,
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Fig. 1. High-fluence, 1:8� 105 tracks=cm2 of 3 MeV DD-p, CR-39 with significant

overlap observable after being etched for 6 h. The average track diameter is 10:63 mm

with a standard deviation of 0:54 mm. The image was taken with an optical microscope

system with a frame area of 1:36� 10�3 cm2 ð431 mm� 315:5 mmÞ.

Fig. 2. Of relevance for track overlap calculations is the effective cross-section of a

track for another track to overlap with it. As illustrated in the figure, for tracks of

radius R any track lying within a one diameter separation overlaps, thus A1 ¼pD
2
.

2 Since the track area pD2 this is only valid in the limit where the distribution

width s obeys s=D51. For wide distributions the overlap is more heavily

weighted towards the higher diameter part of the distribution. In Fig. 8, we see

that s=Dr0:3 has no effect on overlap calculations.
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which illustrates important scalings. This model can be derived by
first defining probabilities for a new track being single, double, etc.
Let Z be the total density of tracks. Then,

P1ðZÞ ¼ 1�
X1
i ¼ 1

Ai Ni ð1Þ

PnðZÞ ¼ An�1Nn�1, n41 ð2Þ

where Pi is the probability that a new particle track on the detector
will have an ‘overlap fraction’ i (where i¼1 is a single track, i¼2 is
two tracks overlapping each other, i¼3 is a cluster of three mutually
overlapping tracks, etc). Ai is the cross-section of a track, i.e. the area
in which a new particle track will overlap with it (see Fig. 2), with
overlap fraction i and Ni is the density of tracks with overlap fraction i.

Now assume that Ni ¼ 0 8i42. We can write the two prob-
abilities as

P1ðZÞ ¼ 1�A1N1�A2N2 ð3Þ

P2ðZÞ ¼ A1N1: ð4Þ
Therefore using Eqs. (1) and (2) with Eqs. (3) and (4),

N1ðZÞ ¼
Z Z

0
ðP1ðZ0Þ�P2ðZ0ÞÞ dZ0 ¼ Zð1�A1ZÞ ð5Þ

N2ðZÞ ¼
Z Z

0
2P2ðZ0Þ dZ0 ¼ A1Z2ð1�2

3A1ZÞ ð6Þ

where in Eq. (5) we have approximated 2A1 N1þA2 N2 � 2A1Z,
neglecting second-order geometric effects of double tracks, to
simplify integration for N1. The factor of 2 in the latter equation
results from the fact that a newly placed track which hits an
existing track results in two tracks with overlap fraction 2. The
overlap fraction F is defined as

FiðZÞ ¼NiðZÞ=Z: ð7Þ

So for an average2 track diameter D, we have A1 ¼ pD
2

and if
we define the dimensionless parameter w� Z� ðpD

2
Þ,

F1ðwÞ ¼ 1�w ð8Þ

F2ðwÞ ¼ wð1�2w=3Þ: ð9Þ

This model is plotted as a function of w versus a full Monte Carlo
simulation in Fig. 3, which shows that the analytic model is
accurate for overlap fractions up to � 25% (here, track densities
up to � 8� 104=cm2).

The analytic model can be used to estimate amounts of overlap
in various diagnostic scenarios. In particular, we consider here the
NIF Magnetic Recoil Spectrometer (MRS) [25], which must dia-
gnose a range of implosions from dud THD tuning-campaign
implosions ðYn � 1014

Þ to ignited, burning plasmas ðYn � 1019
Þ. For

example, a break-even NIF implosion has Yn � 1018. Since the
amount of overlap strongly depends on the average track dia-
meter (Eqs. (5) and (6)) we vary the track diameter and plot the
counting error due to overlap versus the primary neutron yield in
Fig. 4. At diameters 122 mm the data would be indistinguishable
from intrinsic noise in the CR-39, placing a lower limit on the
fluence dynamic range gain achievable with short etch times.

This information can also be plotted as the maximum allow-
able yield versus track diameter, Fig. 5. This is calculated for six
MRS configurations; in high-yield implosions the efficiency can be
reduced to avoid track overlap via thinner foils and smaller
apertures, but this has the undesirable effect of simultaneously
lowering the signal-to-background ratio.
3. Simulation code

A Monte Carlo track overlap code has been developed for
computational studies of this problem. The code randomly places
tracks using a uniform spatial distribution in the simulation
plane. Track diameters are chosen from Gaussian or arbitrary
distributions. The code incrementally adds a number of tracks dN

and computes the overlap fractions at each step. A buffer region
outside of the proper simulation area ensures accurate counting
without edge effects (see Fig. 6).

The problem is polynomial run time in the total number of
tracks, increment dN, and the total fraction of tracks overlapping.
While polynomial algorithms are in general computationally easy,
the large Ns required can cause long run times. For that reason the
simulation plane is split into multiple areas for parallel processing.
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Fig. 4. Counting error due to track overlap versus primary neutron yield for a

variety of track diameters ð0:5215 mmÞ. This is calculated for the NIF Magnetic

Recoil Spectrometer (MRS) efficiency using a 20 cm2 aperture and 138:2 mm CD

foil. The dashed and dotted lines represent 2–3% counting error, the maximum

allowable error for this application.
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Fig. 5. Using the results of Fig. 4, the allowable Yn for a 3% counting error is plotted

versus track diameter for the NIF MRS efficiency using a the configurations in

Table 1, from top to bottom: solid (#1), dotted (#2), dashed (#3), dot-dashed (#4),

solid gray (#5), and dashed gray (#6).

Table 1
MRS configurations, with calculated efficiency (signalþbackground). Configura-

tions 3–6 are currently in use at the NIF.

Number Foil ðmmÞ Aperture ðcm2Þ Efficiency [tracks/(DT-n cm2)]

1 25 1 3:24� 10�13

2 25 6 1:21� 10�12

3 47.4 20 5:98� 10�12

4 100.4 20 8:61� 10�12

5 138.2 20 9:1� 10�12

6 259.2 20 1:1� 10�11

Simulation Frame
Buffer Frame

Single Tracks

Double
Tracks

Fig. 6. An example simulation frame with six single tracks and three double

tracks.
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Fig. 3. Comparison of Monte Carlo F1 and F2 (solid lines) to the analytic model for

F1 and F2 (dashed lines). The track diameter is 10 mm, the models are plotted

versus track fluence and w. The analytic model begins to fail for w� 0:25, indicated

by the solid vertical gray line. Typical track fluences are r25 000, indicated by the

dashed vertical gray line. The Monte Carlo statistics are good enough that scatter

is not visible on this scale.
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4. Simulation results

In this section, we present simulation results under various
conditions to both illustrate the versatility of the code as well as
examine properties of track overlap in CR-39 and other similar
detectors. For the former, we first show the fractions Fn for n¼1,
2, 3 and nZ4 versus track density w in Fig. 7. We can see that the
track overlap becomes significant when w is a few tenths. The
parameter w is ‘universal’ for any diameter and fluence combina-
tion through w� Z� ðpD

2
Þ, so the curves in Fig. 7 vs w apply to

any narrow distribution.
In this problem a ‘narrow’ distribution refers to the case when

s=D is small compared to 1, as in Section 2. Since the Monte Carlo
code can sample arbitrary distributions we can explore this
regime with Gaussian distributions. For example, for D¼ 6 mm
we take s¼ 0,0:5,1:0,2:0 mm and plot F1 and F2 versus w, Fig. 8, we
can clearly see that there is no effect on F1ðwÞ for Gaussian
distributions up to s=D� 1=3. However, if we instead plot F2ðwÞ
we can see deviations for w of order unity between the various
distributions. We therefore conclude that the distribution width
is a second-order effect in that it does not change the fraction of
tracks that are non-overlapping for reasonable w. For higher n

there is an effect for s=D\0:1.
Similar effects can result from non-Gaussian diameter distri-

butions, which occur in real data. Fig. 9 shows a track diameter
distribution from � 3 MeV protons incident on a CR-39 detector.
There are small components in the distribution at much larger
track diameters than the mean, at D� 18 and 27 mm.

The track overlap for the distribution in Fig. 9 was simulated
when considering the whole distribution and a Gaussian fit to the
prominent peak at D� 9 mm. The results are shown in Fig. 10.
Similarly to the effect of the distribution standard deviation we
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see no difference in the fraction of single tracks for the raw
distribution compared to the Gaussian distribution. However,
the double track fraction F2 shows a deviation indicating that
non-Gaussian distributions are also a second-order effect chan-
ging overlap fractions Fn for nZ2.
5. Post hoc overlap correction algorithm

The Monte Carlo simulation is also used for a post hoc
correction of track overlap in data. In experimental data it is
difficult to analyze an overlapping track structure due to compli-
cated geometry and the stochastic track placement (e.g. see
Fig. 1). If the number of non-overlapping tracks is known, on
the other hand, it can be related via theory or simulation to the
total number of tracks (see Section 2 or 4).

To discriminate against overlapping tracks, which are still
detected by the automated optical microscope system used to
process CR-39 [12], it is necessary to discriminate between single
and overlapping tracks in this method. In principle this can be
done by using the track eccentricity information; e.g. two over-
lapping non-concentric tracks will form a quasi-elliptical shape
with non-zero eccentricity and larger diameter than a single
track. As a demonstration, Fig. 11 shows a contour plot of CR-39
data with overlap. The single tracks are clustered at D� 11 mm
and eccentricity of about a few percent. The overlapping tracks
appear at larger diameter and eccentricities of several tens of
percent. Additionally, we note that inferred diameter is propor-
tional to eccentricity as expected from geometry. In this case, the
data could be limited to eccentricities below 8–10% to reject
overlapping tracks while retaining single tracks.

Once the data is discriminated to single tracks only, the
measured track distribution is used as a source function in the
Monte Carlo simulation. The code then incrementally increases
the track fluence until it matches the observed fluence of single
tracks, at which point the code reports the total fluence necessary
to match the data.

Experimental tests of this method have been performed using
a linear electrostatic ion accelerator (LEIA) fusion products source
at MIT [22,23], and with capsule implosions at the OMEGA laser
[18]. In the accelerator experiment we used energetic protons
from the reaction

DþD-Tð1:01 MeVÞþpð3:02 MeVÞ ð10Þ

and in the OMEGA experiments from the reaction

Dþ3He-4Heð3:6 MeVÞþpð14:7 MeVÞ ð11Þ

to expose CR-39 samples to various proton fluences. The CR-39
was etched for a short enough period of time that there was
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minimal overlap and the fluence recorded. We then etched the
CR-39 further until significant overlap occurred, and rescanned
the same area again. This allows an accurate determination of the
counting precision with induced track overlap.

The results of this experiment are shown in Fig. 12, plotted as the
measured counting error in the overlapping data versus the fraction
of tracks overlapping. In the naı̈ve case, with all overlapping tracks
thrown away and no correction, the trend would be a 451 line
(dashed line). For relatively low amounts of overlap 10–20%, the
algorithm has a counting error o10%. For higher overlap fractions
� 30245% the counting error increases to � 10220%. Finally, at
very high overlap fractions (70%) the algorithm breaks down and the
counting error becomes very large.

The algorithmic accuracy is primarily limited by the single vs
overlapping track discrimination (via eccentricity cuts in the CR-39
analysis), as well as statistics in determining fluence and diameter
distributions in both the data and calculation. For these reasons the
current results are a limitation of the method.

By comparison to Fig. 7, where the overlap fractions are plotted
versus fluence, we can see that in applications were � 10%
counting accuracy is acceptable this technique can extend the
upper fluence limit of CR-39 by about a factor of 3–4.
6. Conclusions

The solid-state nuclear track detector CR-39 is used in various
diagnostics at laser ICF facilities, where high track fluences are
easily achievable. Previous counting techniques were limited to
regimes in which the physical overlap of particle tracks was small,
which defined the upper limit of dynamic range for many of these
diagnostics. In the low-overlap regime the overlapping fraction of
tracks scales as w� Z� ðpD

2
Þ where Z is the density of tracks

and D is the average track diameter, derived in a simple theory.
A Monte Carlo simulation code has been developed to study the
effects of track overlap in these detectors under various scenarios.
Illustrative examples of simulation results are presented. We
report on a post hoc overlap correction algorithm, which uses
Monte Carlo simulations to correct for overlap in CR-39 data
based on matching simulated single track results to the data. In
applications where counting accuracy � 10% is acceptable, this
technique can extend the upper fluence limit by a factor of 3–4�.
Future work will focus on the development of a new algorithm to
recognize overlapping tracks based on shape during the optical
microscope scan, which will allow for diameter measurements
and more accurate counting in high-fluence scenarios.

For applications such as high-precision counting (to a few
percent for MRS data) or diameter identification of overlapping
tracks for complicated distributions (i.e. Wedge Range Filter [12]
data) another technique is required. The future work of this
project includes the development of an algorithm to recognize
overlapping tracks during the optical microscope scan by the
track shape. Benchmarking this algorithm will then allow its
application to diagnostics at laser fusion facilities. We will also
study the response of CR-39 track detectors at short etch times
(1–2 h, versus typical 6) to characterize the minimum etch time
necessary to distinguish data from noise; this short-etch techni-
que will also be useful for extending the upper fluence range of
these detectors.
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Appendix A. Diameter distribution evolution

As an example, we provide contour plot of number of tracks
versus track eccentricity and diameter as well as diameter histograms
for a dataset with overlap induced via progressive etches (Figs. A1 and
A2). Filters are used to reduce the proton energy from 14.7 MeV
(undetectable with CR-39) to � 4 MeV, which is in the detectable
regime. All CR-39 used in this study was etched with a 6 molar NaOH
solution at 80 1C.
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Fig. B1. Varying fluences of 3 MeV DD-p, CR-39 with overlap observable after

being etched for 6 h. The image was taken with an optical microscope system with

a frame area of 1:36� 10�3 cm2 ð431 mm� 315:5 mmÞ. 25 mm Aluminum filtering

was used to remove couplementary particles (T, 3He, 4He) from DD and D3He

fusion. Neutrons from DD fusion are also incident on the CR-39, but the detection

efficiency for neutrons (due to scattered protons in the CR-39) is 10�4 below the

proton detection efficiency and the neutrons are therefore negligible in this work.

(a) Z¼ 4:4� 104 p=cm2, or w¼ 0:16; (b) Z¼ 8:9� 104 p=cm2, or w¼ 0:33; and

(c) Z¼ 1:8� 105 p=cm2, or w¼ 0:63.

Table C1
Shot numbers for experimental data shown in each

figure.

Figure Shot number

1 A2010020104

9 A2009102201

11 A2010020104

12 A2010020101-4

A2010021701-3

O62407-8

A1 O62407

A2 O62407

B1 A2010020102-4
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Appendix B. Fluence examples

For reference, we present example microscope images for
various fluences of DD-p on CR-39 in Fig. B1.
Appendix C. Shot numbers

Facility shot numbers (A denotes MIT linear electrostatic ion
accelerator, O denotes the OMEGA laser facility) for all data given
in this paper are tabulated in Table C1.
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